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Abstract

Purpose Attention-Deficit Hyperactivity Disorder (ADHD)

is a neuro-developmental disorder that is characterized by

hyperactivity, inattention and abrupt behaviors. This study

proposes an approach for distinguishing ADHD children

from normal children using their EEG signals when performing

a cognitive task.

Methods In this study, 30 children with ADHD and 30 age-

matched healthy children without neurological disorders

underwent electroencephalography (EEG) when performing

a task to stimulate their attention. Fractal dimension (FD),

approximate entropy and lyapunov exponent were extracted

from EEG signals as non-linear features. In order to improve

the classification results, double input symmetrical relevance

(DISR) and minimum Redundancy Maximum Relevance

(mRMR) methods were used to select the best features as

inputs to multi-layer perceptron (MLP) neural network.

Results As expected, children with ADHD had more delays

and were less accurate in doing the cognitive task. Also, the

extracted non-linear features revealed that non-linear indices

were greater in different regions of the brain of ADHD

children compared to healthy children. This could indicate a

more chaotic behavior of ADHD children while performing

a cognitive task. Finally, the accuracy of 92.28% and 93.65%

were achieved using mRMR method and DISR method

using MLP, respectively.

Conclusions The results of this study demonstrate the ability

of the non-linear features to distinguish ADHD children from

healthy children. 

Keywords Attention-Deficit Hyperactivity Disorder (ADHD),

Electroencephalogram (EEG), Non-linear features, Feature

selection, Neural Network (NN)

INTRODUCTION

Attention-Deficit Hyperactivity Disorder (ADHD) is a mental

disorder that is characterized by hyperactivity, inattention

and abrupt behaviors [1]. Recent population based studies

have shown that about 5% of children are affected by ADHD

and this disorder is more prevalent in boys [1, 2]. In some

cases, hyperactivity and abrupt behaviors are dominant while

inattention symptoms are bold in the others [1]. Usually,

ADHD symptoms begin at preschool ages, but serious

problems appear in the school ages [3]. The main problem

of children with ADHD is weakness in preservation and

regulation of their behaviors, so they often do not show

relevant responses to environmental stimulus [4-6]. 

Early diagnosis of this disorder is of the prime importance

in preventing subsequent complications such as negative

effects on children’s social interactions [3]. Usually, the

diagnosis of ADHD is done based on diagnostic judgment

using criteria of different editions of DSM (Diagnostic and

Statistical Manual of Mental Disorders) or ICD (International

Classification of Diseases) [1, 7], which are highly dependent

on the parents’ and teachers’ understanding of the psychologists
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or psychiatrists’ questions and honesty in their responses [2].

To reduce these problems, several studies attempted to

propose and use more objective methods such as EEG in the

diagnosis of ADHD [8-12].

Abnormalities study by EEG signals in ADHD was first

performed by J. Lubar in 1973. He found that theta activity

increased and also beta power dramatically reduced in ADHD

[8]. In another study it was revealed that there are some

indices in the EEG signals which were showing ADHD

abnormality and learning disabilities [9]. Fonseca studied 30

ADHD children and 30 healthy children (as a control group)

using EEG signals [13]. He utilized the absolute and relative

power to detect epilepsy in ADHD children. Epileptiform

activities were found in 10% (3/30) of ADHD children.

Compared with controls, ADHD group had greater absolute

power in delta and theta oscillations in all regions of their

brain.

In a recent study, Tenev et al. introduced a classification

model (machine learning technique) for ADHD based on EEG

power spectra [10]. They assessed samples in four conditions

(i.e. eyes open, eyes closed, visual continuous performance

test and emotional continuous performance test). The obtained

data were used for training four different SVM (Support

Vector Machine) classifiers, and then the results of the

classifiers were combined using logical expression. The

results have shown that this approach can improve the

discrimination in classification studies of ADHD. In a

validation study, ERP (Event Related Potential) responses

were extracted from EEG by applying a visual stimulus of

go/no-go task to ADHD adults and age matched controls.

Then, averaged ERP responses are decomposed using

independent component analysis (ICA) to fully separate ERP

and spontaneous EEG. Obtained signals were used as feature

vector to SVM classifier. The obtained accuracy was 91%

in the diagnosis of ADHD, which was confirmed in an

independent ADHD sample with an accuracy of 94% [14].

Despite the current advances in using EEG analysis in the

classification and diagnosis of ADHD, it is still controversial

and it seems that we need a more accurate approach in this

field [11, 12, 15, 16]. The aim of the present study was to

propose a system to investigate attention in ADHD children

using mathematical and engineering methods using electro-

encephalogram (EEG) signal to classify and diagnose ADHD

and reduce the false positives and false negatives in the

diagnosis of this disorder. Also, we aimed to propose a system

to reduce the dependency of ADHD diagnosis on subjective

methods and to make early diagnosis of children with

ADHD. For these aims, nonlinear mathematics is benefited.

Nonlinear analysis of signals draws attention of many

researchers in the recent years. Because of complex and

chaotic nature of biomedical signals, such analysis can reveal

new aspects and provide more information about the biological

origin of them. Various versions of fractal dimension,

approximate entropy and Lyapunov exponent are utilized in

this work. These non-linear features have been used in some

relevant studies for processing of EEG signals and their

performances were already proved [17-20]. Thus, we prepared

a new protocol during signal recording based on behavioral

abnormalities in ADHD and exploited non-linear features

and neural network (due to its high generalizability) to get high

performance for ADHD diagnosis by their electrophysiology

as an objective method.

METHODS

This research was approved by the Institutional Review

Board (IRB) and Ethical Committee of Tehran University of

Medical Sciences (TUMS). Parents of all participants read

and signed an informed consent for participation in the

experiments.

Participants

Participants were 30 children (22 boys and 8 girls, 9.62 ± 1.75

years), who were diagnosed as having ADHD by an

experienced psychiatrist of child and adolescent according to

DSM-IV criteria (among them, 25, 3 and 2 children were

diagnosed as combined, inattentive and hyperactive subtypes,

respectively); and 30 healthy controls (25 boys and 5 girls,

9.85 ± 1.77 years). The patients were referred for ADHD

evaluation to the psychiatric clinic of Roozbeh hospital in

Tehran, Iran, for the first time and they were drug-naïve. The

control group was selected from two settings: the first and

major setting was a primary school from which 25 boys were

selected; and the 5 girls were selected from an all-girl’s

primary school. To identify possible disorders, a psychiatrist

of child and adolescent evaluated the control group. Based

on this evaluation, none of children in the control group had

psychiatric problems. Exclusion criteria for children with

ADHD and the healthy group were the history of major

neurological disorders, brain injury (including epilepsy), a

major medical illness, learning or verbal disability, other

psychiatric disorders and use of benzodiazepine and barbiturate

drugs. Furthermore, after performing the Raven Progressive

Matrices Test for children, those participants who were

above the medium level were entered into the study. 

Experiment

Electroencephalogram signals were recorded by a digital

device (SD-C24) in the Psychology and Psychiatry Research

Center at Roozbeh hospital (Tehran, Iran). EEG recording

was performed based on 10-20 standard by 19 channels (Fz,

Cz, Pz, C3, T3, C4, T4, Fp1, Fp2, F3, F4, F7, F8, P3, P4, T5,

T6, O1, O2) with A1 and A2 electrodes as references located
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on earlobes. Eye movement was recorded by two electrodes

that were placed below and above the right eye. The

experiment was carried out in a noiseless room; and to

minimize the artifacts, we asked the participants to have

minimal movement especially in their head area. 

We designed our recording protocol according to behavior

of ADHD children. Children with ADHD have difficulty in

paying attention. However, if the attention stimulus is a

sound then the difference between ADHD and healthy

children is not significant, but if the attention stimulus is a

picture then ADHD children have an obvious difference [3].

This idea led to our recording protocol that is based on

cognitive visual stimulation. Therefore, in this study, during

EEG recording we showed some pictures to children which

could be attractive to them (like some cartoon characters),

and the pictures caused a cognitive mental act in children.

Seventeen images were shown to children successively and

after each image, they were asked to say how many

characters were in the image. The number of characters in

each image was randomly selected between 5 and 16, and

the size of the pictures was large enough to be easily visible

and countable by children. These images were displayed on

a monitor near the child. To have a continuous stimulus during

the signal recording, each image was displayed immediately

and uninterrupted after the child’s response. Thus, the

duration of EEG recording throughout this cognitive visual

task was dependent on the child’s performance (i.e. response

speed). An example of these images is shown in Fig. 1.

Finally, response time and the number of incorrect responses

were recorded for each child. 

Pre-processing of signals

The EEG signals were digitized at the sampling rate of 256 Hz

and recorded in the frequency range of 0.1-70 Hz. We

utilized a FIR (finite duration impulse response) Butterworth

band-pass filter (order 7) with cut-off frequencies at 0.3 and

70 Hz and a notch filter of 50 Hz to noise and power line

interference cancellation, respectively, by Matlab 8.2 (The

Mathworks, Inc.). Then, an average number of 38 ± 5 epochs

of 200 points (0.78125 second) without artifact were selected

for each subject by two experienced neurologists. They were

excluded the epochs containing noise and artifact from eye

movement (detected by electrooculography), head movement,

sweating or swallowing by visual inspection. Therefore, we

had a cleaned EEG segment with a 30 second length on

average for all individuals. 

Feature extraction

In this section, we explained the implemented features of this

work. The non-linear features used to characterize the

chaotic pattern in the EEG signals are fractal dimension (FD)

based features including Higuchi, Katz and Petrosian fractal

dimensions, largest lyapunov exponent and approximate

entropy. All these features are computed for each 19 channels.

The features are described as follows:

Fractal Dimension (FD) is a ratio giving a statistical index

of complexity in terms of details in the pattern variations with

the scale [21-23]. There are various algorithms to calculate

the FD. here, we have used three methods to compute it.

Katz Fractal Dimension: One way of calculating the

fractal dimension is through the Katz method which was

introduced in 1988. This algorithm has been proposed as an

effective method in dynamic changes. In this algorithm,

fractal dimension (FD) is calculated as follows [21]:

(1)

where L indicates the sum of distances between consecutive

points, N is the length of data sequence and d is the diameter

of data sequence, the FD calculated in this manner is

dependent on the unit of measurement. 

Higuchi Fractal Dimension: In this method, based on a

time series x(1), x(2), …, x(N) as an input, a new time series

is obtained as follows [22]:

for m = 1, 2, 3, ..., k (2)
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Fig. 1. An example of the images shown to the children during
the EEG signals recording.
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where N is the number of samples in the time series and

 is the normalization coefficient. For all k, total average

length, L(k), is computed for k1 to kmax. This method of

calculating FD is more time consuming than other methods.

Petrosian Fractal Dimension: Another method to

compute the FD of a signal is Petrosian which is introduced

by Stoica and Moses [23]. In this method, samples of a time

series are subtracted consecutively and a new time series is

produced. Then, positive and negative samples are allocated

to 1 and -1, respectively. Therefore, the number of sign

changes in the produced time series is equal to the number

of local extrema in the primary time series. The FD of signal

is computed as:

(4)

where n and N∆ are the number of samples and number of

the sign changes in the binary time series, respectively. In

this algorithm, the number of sign changes is important,

while in Katz algorithm amplitude differences are important

to calculate the FD. Therefore, Petrosian method is faster and

more sensitive to noise.

Largest Lyapunov Exponent (LLE): Lyapunov exponent is

a measure to understand the chaotic behavior of a system. If

the LLE is positive, then the system has a chaotic behavior.

LLE of a time series is defined based on the expansion rate

of the differences between consecutive samples (not required

to be consecutive). For a signal, LLE is calculated as follows

[24, 25]:

(5)

where dn is the distance between consecutive samples in nth

time and d0 is the consecutive distance in the initial time.

Approximate Entropy: One of the features discussed in

quantifying chaos is entropy. Approximate entropy was

introduced by Pincus to overcome the limitations of other

measures of entropy. It is a method for determining the amount

of the discipline or randomness in a signal. Approximate

entropy formulation is as follows [26]:

(6)

(7)

(8)

(9)

(10)

where m and rf are positive real integers and indicate data

length and filtering level, respectively. N is the considered

number of samples and parameter d is the distance between

vectors xm(i) and xm(j). When ApEn has a small value

(nearly zero) then the signal is regular and predictable. In this

study, based on [13] m = 2 and rf = 0.2 SD were selected.

Feature selection

At first glance, it seems logical to use all the extracted features,

but this will lead to inclusion of inappropriate or redundant

features and reduce the classification accuracy. Relevant

features are features that are informative and descriptive.

Redundant features are defined as features that have the

same information with one or more other features. Reduced

data, reducing the feature set, improving the performance

and speed and intuition are motivations to use the feature

selection method [27, 28]. Here, we used two feature selection

methods: Double Input Symmetrical Relevance (DISR) and

minimum Redundancy Maximum Relevance (mRMR).

DISR is an iterative algorithm that supposes that the mutual

information of a subset S and a target variable Y has a lower

bound and the lower bound is equal to an average quantity

for all sub-subset [29]. In this method, this lower bound is

maximized rather than the mutual information; mRMR is a

two-step feature selection algorithm: in the first step a set of

candidate features is selected and in the second step a

compact feature subset is determined [27]. In this method,

mutual information is used to classify the features. Feature

selection was performed with Matlab 8.2 using FEAST

toolbox [28].

Neural network and classification

Neural networks (NNs) have a good flexibility and ability to

comply with almost any functions. According to their

capabilities, NNs are quickly developed and have different

structures and learning algorithms [30, 31]. One of the most

common applications of these structures is Multi-Layer

Perceptron (MLP) with back-propagation learning algorithm.

MLP is used in different fields such as classification, estimation

and so on [31]. These networks, in terms of architecture,

have an input layer (in which the number of neurons is equal

to the length of the input vector or number of features), one

or more hidden layers (number of neurons in this layer can

vary depending on the application and it is important to

determine the design of these networks), and an output layer

(number of neurons in this layer can vary depending on the
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application) (Fig. 2) [30].

MLP that has been used in this study has unknown

parameters that are required to be carefully analyzed before

training. The most important parameters are the number of

hidden layers, number of neurons in each layer, learning rate

and learning times on a training and test data. Here for

data classification, one hidden layer with five neurons was

determined [30, 31]. 

RESULTS

Table 1 demonstrates demographics information of both

groups; as shown in this table, no significant differences

exist between the patient and control groups in age, gender

and IQ scores.

Fig. 3 displays the average response time and incorrect

answers for ADHD and healthy children. All the mentioned

features were extracted from each epoch of 200 points

(equivalent to 0.78125s) and then the average values obtained

for all the epochs was determined as the main used feature.

Figs. 4 and 5 showed an example of Petrosian FD time series

and ApEn time series in C3 channel, respectively.

After feature extraction, we selected 60 best features using

DISR and mRMR methods, respectively. Thus, we had two

distinct sets of features which have been used as input

vectors to MLP neural network. To determine the number of

Fig. 2. General scheme of a perceptron with three input neurons, a
hidden layer with six neurons and an output layer with three
neurons.

Table 1. Demographics variables of children with ADHD and normal children

Variables ADHD (n = 30) Normal (n = 30) P-value t-statistics

Age (mean ± S.D) 9.62 ± 1.75 9.85 ± 1.77 0.818 -0.232

Gender (male, female) m = 22 , f = 8 m = 25 , f = 5 0.754 0.317

IQ (mean ± S.D) 110.41 ± 8.68 112.27 ± 6.94 0.934 0.084

Handedness Right (26), left (3), ambidextrous (1) Right (27), left (3)

Subtypes Combined (25), inattentive (3), hyperactive (2)

Fig 3. Average response time and incorrect answers for ADHD and healthy children.

Fig. 4. An example of Petrosian fractal dimension time series in
C3 channel.
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hidden layer neurons in the neural network structure, MLP

were implemented for 3 to 8 neurons and based on the mean

and variance of the error, the best results were obtained for

five neurons. Network performance was evaluated based

on mean square error (MSE) measure and other settings

were determined with Matlab 8.2 software in the default

configuration. Of the selected feature set (input vector), 70%

was used to train MLP, 10% was used for validation and the

remaining 20% was used to test the neural network. For each

feature set, MLP was implemented 15 times and the mean

and variance of error was calculated (8% was considered as

a maximum acceptable variance) after each iteration. Table 2

demonstrates the results achieved by MLP neural network

for both feature sets. The best performance of MLP, 93.65%,

was achieved by features set obtained from DISR feature

selection method and the diagnostic accuracy of MLP by

features obtained from mRMR feature selection method was

92.28%.

DISCUSSION AND CONCLUSION

ADHD is a disorder that is most common in children and its

early diagnosis is important to prevent complications. In this

paper, we presented an off-line and semi-automatic system to

detect ADHD, using non-linear features of EEG signals.

This system is based on non-linear (chaotic) features and

neural network. So far, most studies have used linear features

(spectral, time, spatial or time-frequency features) to disc-

riminate ADHD patients [10, 14, 16, 32, 33]. Although some

of these studies achieved promising results, the recent

controversial issues [15] indicate that new advanced methods

are needed to analyze the EEG signals. ADHD discriminating

non-linear features of EEG has already been reported but

only in adults. Ghassemi et al. [34] evaluated the non-linear

features of EEG signals in 50 normal adult subjects and 10

ADHD adult subjects. They used the lyapunov exponent, the

correlation dimension and wavelet-entropy features; and they

could achieve 96% accuracy in ADHD diagnosis with

wavelet-entropy feature. The imbalance between the number

of participants in the two groups is evident in their work.

Also, in another recent study, a different non-linear approach

has been reported using wavelet analysis, synchronization

likelihood features, and Radial Basis Function (RBF) neural

network classifier [35]. The authors obtained the accuracy of

95.6% with a variance of 0.7%.

We used two feature selection methods (DISR and mRMR)

prior to classification by MLP neural network to improve the

accuracy. DISR method is more computationally expensive

than the mRMR method, but the accuracy obtained from

DISR is obviously better. Therefore, the DISR method

combining MLP neural network was able to achieve good

accuracy (93.65%) in classification of ADHD and normal

children.

Our results show that the non-linear features are appropriate

features to analyze and characterize the EEG signals. In spite

of irregular EEG signals, these noise-like fluctuations are a

rule-based system. Therefore, quantitative measures of chaos

and non-linear features are convenient descriptive tools to

characterize the main information from these complex signals.

The application of non-linear analysis to EEG has provided

new information about electrophysiological abnormalities in

neuropsychiatric disorders that cannot be evident by linear

analysis. According to our results, the brain system of ADHD

children is more complex and irregular than that of normal

children due to greater values of non-linear features such as

FD and approximate entropy which is depicted in Figs. 4 and 5.

Many different tasks, such as go/no-go and stop-signal tasks,

determine group differences of ability to inhibit responses,

but our task involved both complex cognitive visual processing

and numerical operations which may engage more neurons

in information processing than simple tasks of inhibition.

Therefore, we put the child’s brain in a high function level to

perform the task in order to make more difference in

electrophysiological activity of the brain. 

The limitations of this study are due to lack of access to

more ADHD patients, we could not conduct a validation study

to validate our proposed methodology; the subjects did not

undergo a cognitive assessment to have a clinical assessment

and to get more information about cognitive differences

Fig. 5. An example of approximate entropy time series in C3
channel.

Table 2. The results achieved by multi-layer perceptron neural
network for two selected feature sets via DISR and mRMR
methods in EEG classification of ADHD from healthy children.

Accuracy (%)

M V

MLP with DISR 93.65 0.64

MLP with mRMR 92.28 0.82

M = mean; V = variance.
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between groups. In future studies, we will design this task to

extract the event-related potentials (ERPs) or steady-state

potentials for evaluation and classification of ADHD children.
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